

This is e.g. where we got the report but this report  is not helpful to take required action .
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https://www.ibm.com/docs/en/storage-insights?topic=alerts-alert-notifications#mgr_alt_triggering_actions_notifications__override
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	Case created - TS016457359

	11 June 2024, 13:26 PM CDT  -  Severity 3



	Case Title



	Need help to setup notification from Storage Insight for RPO violation.



	Case Description



	Need help to setup RPO violation notification to some of the Customer instance in Storage Insight.

I am looking for setup for this link :

Send once until problem clears:

Send RPO violation notification if 5min window is not meet and check for the condition for 30 min.

https://www.ibm.com/docs/en/storage-insights?topic=alerts-alert-notifications#mgr_alt_triggering_actions_notifications__override
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@ Restrictions:
— For some attributes, not all the notification frequency options are available. Specifically, you cannot change the notification
frequency for the following attributes: New resource, and Removed or Deleted resource.
~ Forattributes that use the changes operator (for example, the Firmware attribute), only the Send every time condition is
violated and Send every time_period notification frequency options are available.
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46 derryl (IBM)
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Hello and thanks for contacting IBM storage

Insights support, it’s a pleasure to assist you,

In this case I'm sorry to inform you that there is not a specific alert for RPO violation on
Storage Insights RPO

threshold is set on the SpecV device by the customer. If the threshold is exceeded, we show
the current RPO time and mark it as out of policy and it can view that in the Volume panel.

Please submit a request for this on the Ideas portal to be able to have an alert on a future
update:
https://ibm-sys-storage.ideas.ibm.com/ideas?project=SSI

Best Regards
Derryl
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