From: Daimler Trucks North America Customer # 3540318
Re: Complaint record # AB0179, PMR 73604,227,000, Ticket A1C7P5L
 
The problem to be discussed:
a)            Reclaim of a non-exported, not-properly-ejected, physically damaged tape should have been easier to do in a multi-cluster grid, in the scenario DTNA experienced.
b)            Reclaim of offsite tapes should not have been impacted due to the damaged tape, in the scenario DTNA experienced.
c)            Even after getting the damaged tape’s PVOL to show zero active LVOLS, nothing DTNA could do from the customer GUI could get the tape to logically eject and not generate error messages any more.
 
The fundamental design shortcoming, from DTNA’s perspective, is that the TS7760T in question persisted in insisting on regaining access to the damaged tape (which was impossible), ignoring the fact that it could have gotten all of the needed LVOLS from other clusters in the grid. Every LVOL on the damaged PVOL, and every LVOL on the offsite tapes, had extra consistent copies in the cache of one or two other TS7700s in the same grid family. It does not make any sense that the customer has to get the support center involved, to initiate a ROR process. The EJECT or MOVE commands from the customer GUI should have been able to remove the tape from consideration.
 
A second flaw is that it appeared that on-demand Copy Export Reclaim was ‘stuck’. DTNA had at least 33 PVOLs for which they had issued COPYEXP,RECLAIM commands. These were shown to be in CE_RECLAIM status, yet no reclaims were completing. After a ROR was done for the bad PVOL, getting that bad POL down to only 1 remaining LVOL (which was in scratched-but-not-removed status), the reclaims resumed. However, oddly, once the 1 remaining LVOL did get removed, the Reclaims stopped happening once again. It took a forced pause and resume of the TS7760T to once again get the Reclaims happening.
 
The more detailed sequence of events is thus…
 
On 12/10, the physical cartridge in question got stuck in a tape drive. In the effort to extract it, the tape was physically damaged enough that it was unusable, so it was set aside, with no real opportunity to let the TS7700 eject it on its own terms.
 
On 12/12, DTNA attempted an EJECT operation from the customer GUI, and it refused, with event message ID: 1637 Description: Eject failed on physical volume FJ1058 that contains active data. Error code = 18. In DTNA’s opinion it should have been able to comply with the eject by copying each LVOL from another cluster in the grid family.
 
On 12/17, DTNA attempted to MOVE the physical tape contents. This was rejected by the VTS with event message ID: 2172 Description: VOLSER FJ1058 could not be moved from Storage Pool 2 to Storage Pool 2. Error code = 18. Once again, it should have been able to do this, using consistent copies on other grid clusters.
 
On 12/18, DTNA noticed that many copy exported tapes should have been reclaimed to trigger a vault movement back from offsite storage, to replenish the scratch pool. DTNA issued COPYEXP,RECLAIM commands to try to expedite this process.
 
This is when DTNA opened ticket A1C7P5L. They might have just waited until all of the LVOLS on the bad tape expired, but having this affect the prompt recycling of tapes back into the scratch pool has significant implications.
 
After a few miss-fires, the IBM support center was able to put the bad tape into the ROR processes, which freed up all but 1 LVOL. The Copy Export Reclaims appeared to resume at that point.
 
The 1 remaining LVOL was a scratched LVOL that for some unknown reason was shown as having been removed from the cache-only clusters. DTNA has a 1-day scratch deletion policy in place.
 
Later that day the LVOL was finally deleted by the TS7760T, with the bad tape now showing zero active LVOLS. Mysteriously, that coincides with the Copy Export Reclaims appearing to get stuck again.
 
DTNA tried to eject, via the TS7760T GUI, that now-empty tape. This did not work, with the task result being reported as “Marking the physical volumes for eject was successful. 1 physical volumes were identified for ejection. 0 physical volumes were marked for ejection.”.
 
DTNA then asked IBM to do something that would finally get the bad cartridge logically removed. IBM deleted that tape entry from the database. The TS7760T stopped complaining about the tape, but the Copy Export Reclaims did not resume.
 
Eventually it looks like IBM did a forced pause/resume on the TS7760T, and that appears to have kick-started the Copy Export Reclaims. They proceed very slowly, but they do indeed look like they are proceeding.
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